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Abstract

In this paper, we investigated a new deterministic ap-
proach to the estimation and prediction of the fading chan-
nel by exploiting the physical nature of the flat fading signal.
Since the direct signal and the reflected signals form an in-
terference pattern, the received signal is given by a sum of
several scattered components. These are distinguished by
their Doppler shifts at the mobile. The slowly varying pa-
rameters associated with these components are determined
and tracked, and the composite fading signal is predicted.
This approach will potentially result in the ability to an-
ticipate and avoid "deep fades" which severely limit the
performance of wireless communications systems and will
aid in the development of low power mobile radio systems.

1. Introduction

The mobile radio channel places fundamental limitations
on the performance of wireless communication systems
[1, 2, 3]. The transmission path between the transmitter
and the receiver can be severely obstructed by terrain con-
figuration and the man-made environment. These result in
multiple paths between the source and the receiver, caus-
ing significant variations in the amplitude and the phase of
the received signal, known as fading. For simplicity, we
concentrate on the flat fading channel. Consider a low-pass
complex model of the received signal:

r(t) = c(t)s(t) + n(t); (1)

where c(t) is the flat fading coefficient (multiplicative), s(t)
is the transmitted signal, and n(t) is additive white Gaussian
noise (AWGN).

Let the transmitted signal be s(t) =
P

k
bkg(t � kT ),

where bk is the data sequence, g(t) is the transmitter pulse
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shape, and T is the symbol delay. At the output of the
matched filter and sampler, the discrete-time system model
is given by

yk = ckbk + zk; (2)

where ck is the fading signal c(t) sampled at the symbol rate,
and zk is the discrete AWGN process. It is well known that
c(t) and ck can be modeled as complex Gaussian random
processes with Rayleigh distributed amplitudes and uniform
phases [1]. The expressions for the autocorrelation function
and the power spectral density of the flat fading signal are
also widely used in practice [4].

Several adaptive channel estimation methods have been
developed by using this statistical description to estimate
rapidly varying fading coefficients (e.g. [5, 6, 7, 8]). For
example, the minimum mean square error (MMSE) estimate
using the Kalman filter is usually found by constructing a
Gauss-Markov model of the fading. In this model, the mean
square error is given by the variance of the excitation noise.
This error grows as the Doppler shift increases and limits
the performance of the detector. Furthermore, the bit error
rate (BER) approaches the saturation level (error floor) as
the signal-to-noise ratio (SNR) increases.

Although the estimation error causes performance degra-
dation, it is not the most serious limiting factor in commu-
nication over fading channels. The greatest BER loss and
the associated high power requirements result from "deep
fades" in the fading signal. Therefore, it is desirable to
predict deep fades, and, in general, fading variations and
compensate for the expected power loss at the transmitter.
Therefore, we address the deterministic prediction of the
variations in ck. By prediction we imply estimating an en-
tire future block of coefficients ck based on the observation
of the received signal during an earlier time interval. This
task is not feasible with current Kalman filtering and other
adaptive channel estimation techniques, which can predict
only one coefficient at a time, and require observation of the
received sample to produce this estimate. The derivation of
our prediction method is based on the physical description of
the fading signal. This method results in accurate prediction
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of future channel coefficients and does not introduce signifi-
cant complexity increase relative to present communication
techniques for fading channels.

2. Fading Channel Model

From the point of view of the mobile, the fading coeffi-
cient at the receiver is given by a sum of N Doppler shifted
signals [4]

c(t) =
NX

n=1

Ane
j2�fnt+�n (3)

where (for the nth scatterer) An is the amplitude, fn is the
Doppler frequency, and �n is the phase. Moreover, the
Doppler frequency is given by

fn = fc(
v

c
)cos�n (4)

where fc is the carrier frequency, v is the speed of mobile,
c is the speed of light, and �n is the incident angle rela-
tive to the mobile’s direction. Due to multiple scatterers,
the fading signal varies rapidly for large vehicle speeds and
undergoes "deep fades" [1, 3]. The complex Gaussian distri-
bution of the fading signal (the Rayleigh fading) is derived
based on the assumption that the scattered signals are dis-
tributed uniformly around the mobile, and that there is a
continuum of scatterers [4]. Although the exact derivation
of the Rayleigh fading distribution requires this assumption,
it has been demonstrated that the Rayleigh fading signal can
be closely approximated by a relatively small number num-
ber of scatterers. For example, in the popular deterministic
Jakes model, as few as nine scatterers can be used to model
Rayleigh fading characteristics [4]. Physical evidence sug-
gest that the actual number of significant scattered signals
is modest. All significant scatterers must have an amplitude
similar to that of the most powerful signal, otherwise their
interference effects will be negligible. Such signals will re-
sult from specular (mirror-like) scattering from the ground,
water, buildings or perhaps vehicles [3, 9, 10]. Trees and
vegetation tends to absorb the signal so they will not be
important in this analysis [9, 10, 11]. Since the specular
reflection occurs close to a specific geometry and scatter-
ing efficiencies are small enough ( > 10 dB loss/scattering
[9, 12]) that multiple scattering effects are greatly reduced,
only a few scatterers are expected, as confirmed by obser-
vations [13]. The assumption of small number of scatterers
was also made in promising work on fading channel estima-
tion presented in [14, 15].

We predict the fading signal ck (2) by decomposing it
in terms of the N scattered components. If the parameters
An, fn, and �n in (3) for each of the scatterers were known
and remained constant, the signal could be predicted indef-
initely. In practice, they vary slowly and are not known a

priori. Since we consider short term fading, the propaga-
tion characteristics will not change significantly during any
given block, and we can safely assume these parameters
are approximately constant or change very slowly for the
duration of the data block.

These slow variations in the parameters associated with
scattered waveforms can also be explained by viewing the
received signal from the frame of reference of the ground
rather than mobile. In this frame of reference, the direct sig-
nal and the reflected signals from the transmitter combine
to form an interference pattern. The mobile drives through
this interference pattern. For the time interval under consid-
eration, it can be assumed that it is moving at approximately
constant speed and direction through this interference pat-
tern. As a result, the parameters An, fn, and �n do not
change significantly. Therefore, it should be possible to
measure and track the variations in the parameters.

3. Spectral Estimation and Linear Prediction

To predict the fading signals (2-3), we employ spectral
estimation followed by linear prediction and interpolation.

Estimation of the power spectral density of discretely
sampled deterministic and stochastic processes is usually
based on procedures employing the Discrete Fourier Trans-
form (DFT) [16]. Although this technique for spectral es-
timation is computationally efficient, there are some per-
formance limitations of this approach. The most important
limitation is that of frequency resolution. The frequency
resolution ( ∆f = fs=N ) of the N-point DFT algorithm,
where fs is the sampling frequency, limits the accuracy of
estimated parameters. These performance limitations cause
problems especially when analyzing short data records.

Many alternative Spectral Estimation Techniques have
been proposed within the last three decades in an attempt to
alleviate the inherent limitations of the DFT technique [16,
17, 18]. We explore the Maximum Entropy Method (MEM)
for the prediction of the fast fading signal. This method is
also known as the All-poles Model or the Autoregressive
(AR) Model and is widely used for spectral estimation. The
reason why we chose this technique is that the MEM has very
nice advantage of fitting sharp spectral features as we have
in our fading channel due to scatterers (3). Furthermore,
MEM is closely tied to Linear Prediction (LP) which we
use to predict future channel coefficients. Using MEM, the
frequency response of the channel is modeled as:

H(z) =
1

1�
Pp

j=1 djz
j
: (5)

This model is obtained based on a block of samples of the
fading process. Note that the samples have to be taken
at least at the Nyquist rate which is twice the maximum
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Figure 1. Pole-zero locations of the frequency
response of the channel for three scatterers,
fd = 100 Hz

Doppler frequency, fd. Moreover, the accuracy of the model
depends on the number of samples in the given block. The
dj coefficients are calculated from the poles of the power
spectral density.

The dj coefficients in (5) are also the linear prediction
coefficients. The estimates of the future samples of the
fading channel can be determined as:

ĉn =

pX

j=1

djcn�j; (6)

Thus, ĉn is a linear combination of the values of cn over
the interval [n� p; n� 1]. Since actual channel coefficients
are not available beyond the observation interval, earlier
sampling estimates, ĉn�j, can be used instead of the actual
values cn�j in (6) to form future estimates ĉn.

Note that the channel sampling rate utilized for LP is
much lower than the symbol rate, 1=T . Therefore, to predict
the fading coefficients, ck (2), associated with transmitted
symbols, interpolation is employed as discussed in the next
section.

4. Simulation Results

Numerical results illustrate performance characteristics
of the proposed technique. In the examples, we assume
that the maximum Doppler frequency is 100 Hz, and the
data rate is 24 Ksps. We sample the channel at the rate of
240 Hz. Thus, there are 100 data points between adjacent
sampling points. To determine the observations of the fading
coefficients, ck, at the sampling points, one can send training
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Figure 2. Actual ( — ) and estimated ( ... )
fading channel envelopes for 3 scatterers,
fd = 100 Hz

symbols bk at the channel sampling rate of 240 Hz (see (2)).
This overhead affects the throughput only by 1%.

In order to give a better insight into the performance of
this technique, we will first demonstrate the case of three
scatterers (N = 3 in (3)). In Figure 1, the pole-zero plot
of the frequency response of the channel found by MEM
is illustrated. Note that the three poles corresponding to
the three oscillators are placed very close to the unit cir-
cle. The angles of these poles correspond to the oscillator
frequencies. With the sampling frequency, fs = 240 Hz,
these three Doppler frequencies correspond to 100; 50; and
30 Hz. The plot of the envelope due to these scatterers is
drawn in Figure 2. The channel is observed for the first
25 samples. Then, by employing MEM and Linear Predic-
tion, the future values of the channel envelope are estimated
and plotted using dotted lines for the last 25 samples in the
figure. The estimates agree with actual values and we can
detect when the channel will enter deep fades in the future.
The same experiment is repeated in the presence of additive
white Gaussian noise and the result is plotted in Figure 3.
Note that the predicted values still follow very closely the
actual channel envelope which is plotted in solid lines.

We also performed simulations for a greater number of
scatterers. In Figures 4 and 5, the original Jakes channel
model with nine oscillators (scatterers) is examined [4]. In
Figure 4, the pole-zero plot of the frequency response of the
Jakes channel model with a maximum Doppler frequency,
fd = 100 Hz, is illustrated. As the number of oscillators
increases, we need a greater number of poles. Note that the
poles corresponding to the oscillators are still very close to
the unit circle. The channel is observed for the first 150
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Figure 3. Actual ( — ) and estimated ( ... )
fading channel envelopes for 3 scatterers in
the presence of AWGN, SNR = 20 dB

samples. We plotted the predicted channel envelope in dot-
ted lines and the actual channel envelope in solid lines after
the observation interval in Figure 5. It can be seen that the
predicted values still follow very closely the actual channel
envelope. However, later in the prediction, the accuracy de-
creases because of the cumulative effect of the LP error. This
error is due to the fact that earlier estimates rather than actual
fading values are used in predicting future samples. We are
currently addressing this problem by combining adaptive
tracking at the receiver with prediction and power control at
the transmitter.

Since the sampling rate for the fading channel is much
lower than the data rate, we perform interpolation between
predicted channel coefficients to get better resolution. In this
interpolation process, four consecutively predicted channel
coefficients are interpolated by a Raised Cosine (RC) filter
to generate estimates of fading coefficients, ĉk, between two
middle predicted samples at the data rate [19]. The interpo-
lation result and the actual channel coefficients are shown in
Figure 6. The solid line represents the actual channel coeffi-
cients, ck, at the data rate. Two points, represented by �, are
the estimated channel parameters. By using these points ( as
well as one previous and one next estimate), we perform the
interpolation at the data rate. These interpolated estimates,
ĉk are shown with dashed line in the figure. We prefer in-
terpolation to oversampling of the fading channel to obtain
the fading coefficients at the data rate. If oversampling is
employed, MEM will require a larger number of poles and
consequently the complexity will increase.
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Figure 4. Pole-zero locations of the frequency
response of the Jakes channel model, fd =
100 Hz

5. Future Work

We are currently investigating applications of the fading
prediction method described in this paper to communica-
tion system design. Feedback of received samples to the
transmitter and subsequent fading prediction and compen-
sation in the transmitter for the received signal power is
studied. Note that the proposed method is not meant to
replace adaptive channel estimation required for coherent
detection. Instead, prediction will result in more reliable
tracking of the received signal.

The capability to predict fading coefficients will reduce
the power requirements of wireless communications sys-
tems and increase the system performance. In particular, it
would be possible to avoid transmission during deep fades
or to utilize diversity techniques (e.g., use space diversity or
hop to another non-fading frequency during the deep fade)
[1, 3]. In addition, more efficient modulation and coding
techniques are envisioned.

Future work would also include extension of the proposed
techniques to multipath fading, as well as investigation of
time variation of the parameters associated with individ-
ual scatterers and the number of scatterers. This realistic
channel modeling is necessary to verify feasibility of the
proposed method. For example, in some channels the scat-
terers can phase in and out rapidly. It is important to adjust
the duration of the observation and prediction intervals, as
well as the rate of convergence of the linear prediction co-
efficients to keep up with these channel variations. Accom-
plishment of these tasks is the focus of our current research.
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